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The Camera Mouse: Visual Tracking of Body
Features to Provide Computer Access for People
With Severe Disabillities

Margrit Betke Member, IEEEJames Gips, Member, IEEEBNd Peter Fleming

Abstract—The “Camera Mouse” system has been developed computer-controlled technologies such as automated wheel-
to provide computer access for people with severe disabilities. chairs.
The system tracks the computer user's movements with a video  aggistive technology systems that use switches to control a

camera and translates them into the movements of the mouse ter h b df iderabl iod and il
pointer on the screen. Body features such as the tip of the user’s compuier have been LSed for a COnSIaerablé period and are St

nose or finger can be tracked. The visual tracking algorithm Popular [1]. For entering text and other data into a computer,
is based on cropping an online template of the tracked feature hitting the switch initiates a scan through a matrix of letters,
from the current image frame and testing where this template symbols, words, or phrases. Each matrix entry can be selected
correlates in the subsequent frame. The location of the highest it 5 sequence of switch operations. Current research in this
correlation is interpreted as the new location of the feature in ) . -
the subsequent frame. Various body features are examined for area focuse; on dynarmcally adaptmg mgtnx row and column
tracking robustness and user convenience. A group of 20 people Scan delays in order to increase the individual user’s text entry
without disabilities tested the Camera Mouse and quickly learned rate without complicating the visual display [2]. This is an im-
how to use it to spell out messages or play games. Twelve peopleyortant issue, since the inability to communicate at an effective
with severe cerebral palsy or traumatic brain injury have tried Jate is a serious barrier for people with disabilities [3].
the system, nine of whom have shown success. They interacte People with severe disabilities who retained the ability to
with their environment by spelling out messages and exploring . o -
the Internet. rotate their heads have other assistive technology options. For
example, there are various commercial mouse alternatives.
'Some systems use infrared emitters that are attached to the
user’s glasses, head band, or ¢éaPther systems place the
transmitter over the monitor and use an infrared reflector that
. INTRODUCTION is attached to the user’s forehead or glasses, e.g?, e
EOPLE who are quadriplegic and nonverbal—for exdser's head movements control the mouse cursor on the screen.
ample, from cerebral palsy, traumatic brain injury, oMouse clicks are generated with a physical switch or a software
stroke—often have great difficulties communicating theffterface. Evanset al. recently described a head-mounted
desires, thoughts, and needs. They use their limited voluntijfared-emitting control system that is a “relative” pointing
motions to communicate with family, friends, and other car@evice and acts like a joystick rather than a mouse [5]. Chen
providers. Some people can move their heads. Some can biél- developed a system that contains an infrared transmitter,
or wink voluntarily. Some can move their eyes or tongudhounted onto the user’s eyeglasses, a set of infrared receiving
Assistive technology devices have been developed to help thBt@dules that substitute the keys of a computer keyboard, and a
use their voluntary movements to control computers. Peopfigue-touch panel to activate the infrared beam [6]. Helmets,
with disabilities can then communicate through spelling &ectrodes, goggles, and mouthsticks are uncomfortable to
expression-building programs. This allows users to exhibiear or use. Commercial head-mounted devices can often not
their thoughts, emotions, and intellectual potential. Along€ adjusted to fit a child's head. Most important, some users,
with the increased ability to communicate, users with seveffeParticular young children, dislike to be touched on their face
disabilities can benefit from computer access in many oth@fd vehemently object to any devices attached to their heads. A
ways. They can acquire knowledge more actively, partake ®ncontact, infrared-based system that tracks the reflected laser

increased recreational activities, use the Internet, and accegckle pattern of skin is proposed by Reilly and O'Malley [7].
Other commercial systems that allow people with severe dis-

abilities access to a computer are based on measuring corneal

. 3 . . . )
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paring the pupil position in an image of a user’s eye with the Carrrs
light pattern that occurs when incident light is reflected from :r--h-_-_':---- E e |
the convex surface of the cornea [8]-[10]. Corneal reflection I 1.:"" 1 'L_" ;
systems have the disadvantages that they need careful calibra- e AL

. . . | Compuer Compuier
tion, require the user to keep his or her head almost completely | . i |
still, and are not inexpensive. For gx_ample, the P_ermobl! Eye F- ":“:_L. e ’-f-'-*-w:'ﬂ.';‘
Tracker, which uses goggles containing infrared light emitters ‘«.:M'-"s‘ t-,hﬂ'#.-f.:'
and diodes for eye-movement detection, costs between $9900 % o T

and $22 460. Recent research advances promise less expensive
gaze-tracking solutions [11]. Users with severe disabilities arg- 1
often not able to keep their heads still enough to use commer-
cial gaze trackers reliably. Chin rests are then used, but they argh the near future, standard desktop computers will be
uncomfortable. In addition, any interruption requires recalibr@quipped with cameras. This will give rise to a new generation
tion. The calibration process is too difficult to understand fasf assistive technologies that do not involve customized, expen-
very young children. sive electromechanical devices to accomodate special access
Other control devices measure the electrooculographic pot@eeds but instead asoftware based. This will dramatically
tial (EOG) to detect eye movements [8], [12], [13] or analyzeeduce costs and improve availability of assistive technolo-
features in electroencephalograms [14], [15]. Gépsl. [13], gies [23]. Assistive software, such as presented here for the
[16] have designed “EagleEyes,” an EOG-based system that @amera Mouse system, can make every camera-equipped
ables people who can move their eyes to control the mous#-the-shelf computer accessible and therefore give persons
Electrodes are attached on the user’s face to measure chang@stin severe disabilities more flexibility. Another advantage of
EOG that occur when the position of the eye relative to the hegdftware-based assistive technology is that it is preferred by
changes. Amplified voltages are translated into the position @mputer users with disabilities because it draws less attention
the cursor on the screen. The testimonies in [13] show that Ea-their disability than user-borne accessories, such as helmets.
gleEyes has made tremendous improvements in children’s livgsice recognition software falls into this category and could
Still, there are some children who do not want the electrodeside applied in combination with our Camera Mouse system by
be attached to their faces. Another disadvantage of EOG-basethputer users who retained the ability to utter sounds or even
systems is that electrodes can fall off when the user perspirespeak. In this paper, we report experiences ofnbRverbal
Given people’s experiences with currently available assistipeople with severe disabilities who have tried to access the
technology devices, our goal has been to develop a nonintrusisemputer using the Camera Mouse system. Nine users have
comfortable, reliable, and inexpensive communication devisbown success.
that is easily adaptable to serve the special needs of quadriplegic
people and is especially suitable for children. To attain this goal, II. SYSTEM OVERVIEW

we have developed a visual tracking system that interprets vis- i
ible-light video to provide computer access for people, in partic- The Camera Mouse system currently involves two computers

ular, children with severe disabilities. Preliminary approaches {3t are linked together—a *vision computer” and a “user com-
video-based computer interfaces for people with disabilities PEt-" A schematic plan of the systemis shown in Fig. 1. The vi-
described in [17]-[20], including our initial work [21], [22]. We sion computer executes the visual tracking algorithm and sends

call our system the “Camera Mouse” because it tracks a bo position of the tracked feature to the user computer. The user
feature—for example, the tip of the nose—uwith a video camef@mputer interprets the received signals and runs any applica-

and uses the detected motion of the feature to directly contH" Software the user wishes to use. The functionalities of the

the mouse pointer on a computer. Various choices of featurB¥0 computers could be integrated into one computer, but the

especially facial features and different computer applicatiorfd!Tent Setup assures sufficient processing power for the visual

have been tested for subjects with and without disabilities. olfpcking and allows a supervisor to monitor the tracking perfor-

experiences are very encouraging. Adults and children with $8&NnC€ without interrupting the user’s actions.
vere cerebral palsy or traumatic brain injury have successfully
used our system to spell out words or play with educational soft: Vision Computer
ware. The vision computer receives and displays a live video of the
When compared with other control devices that help peoplser sitting in front of the user computer. The video is taken
with severe disabilities access a computer, our systentg a camera that is mounted above or below the monitor of the
strengths are comfort (no body attachments), ease-of-use @ser computer. Watching this video, the user or an attending care
calibration), and generality (it tracks various body featureg)rovider clicks with the vision computer’'s mouse on the feature
Its general tracking ability leads to increased functionality the image to be tracked, perhaps the tip of the user’s nose.
for people who cannot make voluntary head movements Bihie camera’s remote control can be used to initially adjust the
can control, for example, foot movements. Since the Camegran and tilt angles of the camera and its zoom so that the desired
Mouse focuses on the motions that a person can make mostly feature is centered in the image. The vision system deter-
comfortably, it has the potential to support a high communicasines the coordinates of the selected feature in the initial image
tion rate and result in less perceived exertion. and then computes them automatically in subsequent images.

The Camera Mouse system.
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Fig. 4. The search window is shown as a large square. It is centered around
the estimated location of the feature in the previous frame. In the current frame,
the template is shifted through the window. At each spatial lag, its correlation
with the underlying subimage is computed. The location of a test subimage is
shown in white. The best correlated subimage is used as the new template in the
subsequent frame. Its center is the new estimate of the feature’s position.

the mouse, and a manual switch box, shown in Fig. 1, is used to
toggle to the standard mouse and back.

(®) The user moves the mouse pointer by moving his or her nose
Fig. 2. (a) Thirty-month-old Camera Mouse user with cerebral palsy. (lgr any other selected feature in space. The driver program con-
Visual tracking interface of the vision computer. tains adjustments for horizontal and vertical “gain” factor. A
high gain factor causes small movements of the head to move
the mouse pointer greater distances, though with less accuracy.
There is a similarity between adjusting the gain and adjusting
the camera’s zoom. When the gain is adjusted, the coordinates
of the feature being tracked are scaled by the specified amount.
Changing the zoom of the camera, however, causes the vision
algorithm to track the desired feature with either less or more de-
tail. If the camera is zoomed in on a feature, the feature will en-
compass a greater proportion of the sceen and thus small move-
ments by the user will display larger movements of the cursor.
Conversly, if the camera is zoomed out, the feature will encom-
pass a smaller proportion of the screen and thus larger move-
ments will be required to move the cursor.

Many programs require mouse clicks to select items on the
screen. The driver program can be set to generate mouse clicks
based on “dwell time.” When this option is selected, a mouse
Fig. 3. The Camera Mouse user playing with equcatio_nal software. The vidgRek is generated by the driver and received by the application
camera is placed underneath the user computer’s monitor. . . s .

program if the user keeps the mouse pointer within a 30-pixel

radius for 0.5 s. These radius and timing parameters are typ-
The coordinates of the tracked feature in each image frame &@ choices and can be adjusted according to application needs.
sent to the user computer. The driver program also has an optional exponential smoothing

Fig. 2 shows a 30-month-old user of the Camera Mousiter. This can be used to smooth outtremors in the feature being
system and her tracked face on the monitor of the visiaracked.

computer. Here the vision algorithm is tracking her lower lip.
Fig. 3 shows her in front of the user computer with the camera IIl. TRACKING ALGORITHM
placed underneath the user computer’s monitor.

When the user initially clicks on the feature to be tracked, a
square is drawn around the feature and the subimage within this
square is cropped out of the image frame. The cropped subimage

The user computer executes any commercial or custom sadtused as a “template” to determine the position of the feature
ware application the user chooses. It runs a special driver pinothe next image frame. To find this position, the tracking al-
gram in the background that takes the signals received fraarithm uses the template to search for the feature in a “search
the vision computer, scales thematpy coordinates in the cur- window” that is centered at the position of the feature in the pre-
rent screen resolution, and then substitutes them for the coordous frame. The template is shifted through this search window
nates of the cursor. The driver program is based on software ded correlated with the underlying subimages. The window is
veloped for the EagleEyes system [13] and runs independerdbfined to contain the centers of all subimages tested. Fig. 4 il-
from the user’s chosen application. The Camera Mouse actdusrates template and search window positions.

B. User Computer
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Since a new frame is received within a thirtieth of a seconthe worse, when frames are skipped, it is likely that the feature
the template is usually very similar to the brightness pattern wioves outside the search window, far away from its previous
the feature in the new frame, which can be found by searchipgsition.
for the best correlated subimage. The assumption that correTo quantify tracking performance, a match between a tem-
sponding brightness patterns in subsequent frames are constaate and the best-matching subimage within the search window
the “constant brightness assumption,” is often made when dg<calledsufficientif the normalized correlation coefficient is at
signing algorithms for motion analysis in images [24], [25]. least 0.8. Correlation coefficients below 0.8 deschitsefficient

Each subimage(x, y) in the search window is matched withmatches. Insufficient matches occur when the feature cannot be
the template subimagéz, y) that is cropped from the previousfound in the search window because the user moved quickly or
frame. As a measure of match, the normalized correlation coafeved out of the camera’s field of view. This results in an unde-
ficient sired match with a feature that is different from the initially se-

lected feature. For example, if the right eye is being tracked and
A s(x, )t y) — >0 s(w,y) 2 Hw, y) (1) the user turns his or her head quickly to the right, so that only
G50t the profile is seen, the right eye becomes occluded. A nearby
feature, for example, the top of the nose, may then be cropped
is used, where;, = \/AZs(a:,y)2 — (X s(z,y))? ando, = and tracked instead of the eye.
5 . . The threshold of 0.8 was chosen after extensive experiments
.\/A 2@, y)? — (Lt v) ' andAis the_ number_ o_f p|>_<e|_s that resulted in an average correlation of 0.986 over 800 frames
Int(.amplatd(.x,y). Thg nqrmapzed co.rrela.uon coefficient is "N“for a match between template and best correlated subimage,
variant to uniform variations in shading, i-e(s,) = r(as + /e the correlation for poor matches varied between 0.7 and
b’. 2 fgr some constants andb. It can thereforg handle SOMEq 8. If the correlation coefficient is above 0.8, but considerably
violations of the constant brightness assumption.

. . . . . less than one, the initially selected feature may not be in the
The subimage with the highest correlation coefficient among,n«er of the template anymore and attention has “drifted” to

all sublmaggs m_the search wmd_ow is determined. It serves YWhother nearby feature. In this case, however, tracking perfor-
purposes. First, its center coordinates are transfered to the hee is usually sufficient for the applications tested

computer to be interpreted as cursor coordinates. Second, it '.ns—ig. 5 illustrates how an increase in the width of the search
cropped from the current frame ar_1d beco_mes th_e template th%fﬁdow affects the frame rate and the correlation between tem-
used to search for the best matching su_blmage in the next fr_a te and best-matching subimages. In these experiments, the
The Process repe_ats and the template is updated for each | Bf the computer user's nose was being tracked while the
frame. This updating of the template ensures that a strong m r tried to move the screen pointer at a consistent speed. On

canbe produced'ln eachframeand that the motion ofthe |q|t|a Y/erage, the tracked feature changed its position by 7 pixels in
se_lected feature is tracked. If at any time a low correla_mon IS OP130 5. Nine parameter values for the search window width were
tained and_the template no longer resembles the desired fea Sted. For each value, 800 image frames were captured and pro-
the supervising operat.or Is free to reclick on the feature on t Essed. The averages and standard deviations reported in Fig. 5
screen, thereby updating the template manually. are computed over these 800 frames. As can be seen in the
bottom graph, the number of insufficient matches among 800
IV." CHOICE OF PARAMETERS processed frames is zero for window widths below 44 pixels.

The tracking performance of the Camera Mouse is a functidiithe window width is set to 44 or more pixels, the frame rate
of template and search window sizes and the velocity of the fe{ops to about 20 Hz (see top graph). The correlation coeffi-
ture’s motion. It also depends on the choice of the feature, as v@ignt of the best match then drops, the standard deviation of the
be shown in Section VI, and the speed of the vision computePgst match increases (see middle graph), and several insufficient
processor. A largeearch windowis useful for finding a feature matches are found (see bottom graph).
that moves quickly. A largeemplatesize is beneficial because it T find good parameter values for window and template sizes
provides a large sample size for determining the sample me#at balance the tradeoff between the number of frames exam-
and variances in the computation of the normalized correlati#ited per second and the sizes of the areas searched and matched,
coefficient. Small templates are more likely to match with arbthe time it takes to search for the best correlation coefficient
trary background areas because they often do not have enoiggfieasured as a function of window and template widths (see
brightness variations, e.g., texture or lines, to be recognizedtd8. 6). A template size of 15 15 pixels is large enough to
distinct features. Reference [26] discusses this phenomeno@pture a meaningful body feature and small enough so that a
detail and explains that the size of the template is not the orfl§ x 40 pixel window can be searched at a frame rate of 30 Hz.
issue, but more importantly, tracking performance depends on
the “complexity” of the template. V. HARDWARE SPECIFICATIONS

Large template or search window sizes require computational
resources that may reduce the frame rate substantially. If many
incoming frames are skipped, which means that the rate of thelhe vision computer is a 550-MHz Pentium Il PC with
frames that are used for tracking drops well below 30 Hz, tiike Windows NT operating system, a Matrox Meteor-1l video
constant brightness assumption may not hold for the trackeapture board, and a National Instruments Data Acquisition
feature, even if it is still located within the search window. FoBoard. The video capture board digitizes the analog NTSC

r(s,t) =

Vision Computer
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Average Frame Rate (frames/s) Processing Time for Correlation
40 . . ; . r . . ; with 40x40 Search Window
30 i 70 L T 3 T T i
20 F A el 60 Z)
50 f 4
10 F - [0}
& 40 r -
O 1 1 1 1 1 1 1 L 30 | |
34 36 38 40 42 44 46 48 50
Width of Search Window 20 ¢ T
(pixels) 10 | I L !
@ 5 10 15 20 25 30
Width of Template
Average Best Correlation Coefficient (pixels)
T T T T T 1 T T (a)
R T S . oIt —— _,I' Processing Time for Correlation
95 |- gt Rt with 15x15 Template
70 | T T T ¥ i
Lo 1 i L | 1 1 60 I 7]
34 36 38 40 42 44 46 48 50 m 50 F y
. ‘wWidth of Search Window E 40 | /\/
(pixels) 30 b 4
(b) o0 b -
Number of Mismatches 10 L L 1 L
20 30 40 50 60
10 T T T T T T T T
s b ] Width of Search Window
(pixels)
6 i
L | (b)
| i Fig. 6. (a) Processing time of the normalized correlation coefficient as a
2 function of the width of the template, given a search window width of 40 pixels.
0 L L L : | L L L (b) Processing time of the normalized correlation coefficient as a function of

34 36 38 40 42 44 46 48 50 the width of the search window, given a fixed 515 size template. A frame
. . rate of30 Hz = 33 ms can be ensured if the respective sizes of the cropped
wideh of (giizfg) Window template and the search window arex135 and 40x 40 pixels.

(c)
B. User Computer
Fig. 5. Tracking experiments to determine the search window size. The tip of | N€ User computer is a 550-MHz Pentium I PC with the Win-
the computer user's nose was being tracked while the user moved the sci@emvs 98 operating system and a National Instruments Data Ac-

p(_)inter 7 _pixels in 33 ms on average. Nine parameter values for the se hisition Board. A special driver program uses the National In-
window width were tested. For each value, 800 image frames were captur ’

and processed. The averages and standard deviations are taken over théSHgments card to obtain the voltages and then converts them

processed frames. An increase in the width of the search window affects ijA¢o screen coordinates for the mouse pointer. The driver pro-
average frame rate (a) and mean and standard deviations of the correla]

between template and best matching subimage (b). While the frame ratg?gm nns '_n the baCkgrounq and E.lCtS. asa regular mouse for
close to 30 Hz, the best matching templates correlate highly and the trackgy customized or commercial application software.

algorithm is able to reliably capture the motion of the feature. However, once
the search size becomes large enough to affect the frame rate, the tracking

performance suffers and insufficient matches are made (c). V1. DISCUSSION OFFEATURE CHOICES

A variety of features were tested in an attempt to find body
signal received from the video camera, a Sony EVI-D30 CCpbints that can be easily moved by the user and reliably tracked
camera with zoom, tilt, and pan mechanisms. The video captiye the system. Since the appearance of body features differs
board supplies 30 color images of size 64860 per second. among people, tracking performance varies between individ-
To guarantee real-time performance, the vision algorithoals. Several features, however, were reliably tracked across the
processes only 320240 pixels, i.e., half of the availabletest group. Fig. 7 illustrates the tracking performance of several
resolution, at an average frame rate of 30 Hz. It uses a templtgtatures, while Fig. 8 illustrates the brightness variations of the
size of 15x 15 pixels and a search window of 440 pixels. template images.

The vision algorithm computes the, ¥ coordinates of the .

tracked feature and passes them to the National InstrumefitsNose Tracking

Data Acquisition Board. This board transforms the coordinatesThe nose is a desirable tracking feature for several reasons.
into voltages that are then sent to the user computer. First, it is easy for a computer user to point his or her nose in a
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L]

Fig. 7. The eye, nose, mouth, and thumb were tracked to determine features that can be tracked reliably (A—E). Sequence F shows that the nose can be tracked
even if the laboratory is dark and only the screen illuminates the user’s face. Sequence G shows tracking of a set of features. Each test sequence contains 1000
images. A representative subset of each sequence is shown. The tracked subimages surrounding the features have been filled white for better viewing. They are 15
pixels wide in sequences A—F and 10 pixels wide in sequence G.

TS CYE lower lip and chin thomhb nose [dark sciting) |

Fig. 8. Examples of the templates that are used to identify the feature being tracked. Each templatd Sspitels in size. Here they have been enlarged in
order to view the brightness levels that make up each template. They are templates of the nose, the eye, the lower lip and crevice under the lip, the thumb, and the
nose in a room without any light except for that reflected by the monitor.

particular direction while watching the screen. The nose is esxtremely jerky movement. The system also loses the nose fea-
sentially in the center of the face and does not become occludeck if the user covers the nose or moves out of the camera’s
when the user’s head moves significantly. Second, the nose tdimld of view. The drifting phenomenon, as discussed in Sec-
plate tends to contain a good amount of brightness contrastitm 1V, may occur for some users. For example, the template
its surrounding features. may slowly drift up the bridge of the nose. For such users, the
The majority of testing with the Camera Mouse was dorfgottom part of the nose, i.e., the area between the nostrils, is
under normal overhead lighting. In such an environment, tlaemore useful feature. It works better because the neighboring
nose tends to be brighter than the rest of the face, as it is slantegtrils provide good contrast points and the shadow that is gen-
and therefore oriented toward the overhead light. erally present under the nose distinguishes the bottom part of the
Inimage sequence A in Fig. 7, the tip of the nose was testedrasse from the cheeks or lips.
a feature. It was tracked throughout the 1000 recorded frames
and not lost once. This excellent tracking performance can ge
reproduced for arbitrarily long time periods as long as the user
understands the constraints of the system and cooperates a@here has been some success in tracking the eye, but not to
cordingly. If he or she moves so quickly that the nose tip leavé®e extent of determining gaze direction. Image sequence B in
the search window, the system cannot track it. Given the sel&dg. 7 shows the eye being tracked at various positions. Note
tion of parameters in Section IV, this can only occur with a verthat it is not the pupil but the whole eye that is being tracked in
drastic motion, for example, a violent shaking of the head or @aequence B. The brightness contrast between white eye sclera

Eye Tracking
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and dark iris and pupil, along with the texture of the eyelid, pro-
vides a distinctive template. Although the eye can be tracked 'ﬂ
well, it has not been used effectively with a Camera Mouse ap-

plication because itis a relatively difficult feature to move while

viewing the screen. Also, rotating the head may cause the eye

to be blocked by the nose and not be visible at all.

D

C. Lip Tracking

As shown in image sequences C and D in Fig. 7, tracking the
area of the lower lip and cleft has also been tested extensively.
Thls feature can _be traCk_ed SUCCGSSfu”y on many md'V'd_ua}:?g. 9. Aliens game: The user controls the position of the circled cross with
It is a good tracking location because of the brightness diffafither the standard mouse or the Camera Mouse. An alien has appeared at
ence between the lip and the cleft. People with large lips tendrégdom on top of the screen. In order to “catch the alien,” the user must move
have a shadow cast upon the cleft that enhances the brightrf&&grcled cross up until it touches the alien.
difference between the upper and lower image portions of the
template and makes vertically drifting templates very unlikely. TABLE |
Furthermore, the outline of the lip forms a curved line that helps " QMING C,\<A3MPAR|80N BESTAWEEN Il\?/lEGULAR .

i OUSE AND CAMERA MOUSE USAGE SAMPLE MEAN AND STANDARD
Ic.ontrol lateral drifting and keeps the template centered on the 5. 08 o OF THE LENGTHS OF THREE TESTSWITH THE “A LIENS
IpsS. GAME” PERFORMED BY 20 HEALTHY SUBJECTS
When testing this feature in an attempt to track head move-

ment, we noticed that it also works very well in tracking mouth Aliens Game

L . ? Regular Mouse | Camera Mouse
movement alone. This is an important result because it stresses Mean S Mean 5
the flexibility of the system. The range of muscle control varies Test 1 L 050s | 0.07s 07551 0123
widely between people with severe disabilities, and head move- Test 2 | 0.43s | 0.07s | 0.75s | 0.18 s
ment is not always an option. Opening and closing the mouth Test 3 | 0.40s | 0.07s | 0.66s | 0.10s

is a possibility for many people, though, and can allow cursor

motion in either a vertical or a horizontal direction. For ex-

ample, theRick Hoyt Spelling Prograrf27] requires only hor- F. Multiple Points

izontal cursor movements that can be produced by convertingaithough the current system does not track multiple points,
the tracked up—down movements of the lips into horizontalsbme initial experimentation was done to test such tracking.

changing cursor coordinates. In the future, multiple-point tracking may be utilized, for ex-
ample, to compute the distances between the nose and pupils for
D. Thumb Tracking gaze detection. This would result in a more specialized tracking

system. The current version’s strength is its generality—any

To test other body features, not just facial features, the thu ture can be selected for tracking.

was selected. Although it was tracked successfully, as shown in
sequence E in Fig. 7, it has two main flaws as a tracking point.
First, the camera has difficulties in focusing on it. As can be VII. EXPERIMENTAL RESULTS

seen in sequence E, the thumb takes up such a s_;mall portio'A.OfPeople Without Disabilities

the screen that the camera’s autofocus mechanism focuses on ] .

the objects in the background and not the thumb. This distorts' € effectiveness of the Camera Mouse was tested with a
the outline of the thumb and makes it difficult to track. Thusgroup of 20 computer users in two main experiments. Each
if the thumb is used as a tracking point, it should be held clo§€€r Was given a brief introduction to how the system worked

to the body or some other object in the background, so that ff&d then allowed to practice moving the cursor for one minute.
camerais able to focus on the thumb correctly. Another probleifer the practice period, each user was asked to play a video
in using the thumb is its small surface area, which can move &@mMe. The one-minute practice period was perceived as suffi-
of the search window easily. If this occurs, the tracking prografient training time by the users, who prefered to “train on the

will lose the thumb entirely and begin tracking a new point in th@b” while playing a computer game.

background. This means that if the thumb is used, slow move-" the computer game, “aliens” appear at random locations on
ments are necessary. the screen one at a time, as shown in Fig. 9. In order to “catch an

alien,” users must point the cursor at the alien. No mouse clicks
are generated. Each user was asked to “catch ten aliens” three
times with the mouse and three times with the Camera Mouse.
A set of test images was taken in a room with no natural dthe type of mouse that was tested first was chosen randomly.
artificial light except for what was produced by the computdfor each test, the user’s time to play the game was recorded.
monitor. As can be seen in sequence F in Fig. 7, the Camdiable | reports the times to “catch one alien” with the regular
Mouse was able to track the person’s nose in these lighting coneuse and the Camera Mouse as averages for the 20 users. The
ditions. average time to play the video game with the regular mouse was

E. Dark Lighting
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factor obtained for the “alien game” that did not require any

i Pdi Ssw
& 5 " | o c - " mouse clicks to pe geryer_ated. o
. : A short dwell time will increase the rate of communication.
i N il 1 l However, if the dwell time is too short, chances increase that
H ' '-"F‘“"I. Apeakl J K cells are unintentionally selected. Further studies are needed to
—— e —— = | { determine the dwell time that provides the best rate of commu-
L M i. H a nication for a particular user. We expect this to be dependent on
{ [ | { the user’s abilities to control his or her body movements.
: i & H J s #
P a -!pum'_ﬂnlnln Space| R | 5
! | ! ! B. People With Disabilities
T u || w o K || z -
| A dozen people who cannot speak and have very limited vol-
BOSTON COLLEGE : untary muscle control have tried using the Camera Mouse to ac-

cess the computer. Ten have cerebral palsy. Two have traumatic
brain injury: one from an automobile accident and one from a
Fig. 10.  Spelling board: The user controls what is typed at the bottom of tPﬁotorcycIe accident. Nine of the people are continuing to use
ll‘nterface by selef’:tmg the letters with the standard mouse or the Camera Mo%ﬁ% Camera Mouse. Six can use the Camera Mouse to spell usi
Boston College” was typed here. . pellusing
an onscreen keyboard system. Three of the people did not have
sufficient muscle control to use the Camera Mouse. They are
faster than the Camera Mouse by a factor of about 1.6. The q!fs'ing EagleEyes to control the mouse pointer by moving their
ference is statistically highly significanf( < 0.001) [28]. Prac-  gyes. One of the people who was not successful was close and
ticing the video game seems to improve input speed, since on @i pe given additional opportunities to try the Camera Mouse
erage the game was played faster in each consecutive test—{ote future. The results are summarized in Table Il
with the standard mouse and with the Camera Mouse. Most users tested the Camera Mouse system at the “Campus

In a second set of experiments, each user was asked to tge@iool” at Boston College. The Campus School provides a
with a spelling-board program. The program’s interface, showgmbination of educational and therapeutic services to children
in Fig. 10, contains 26 cells to type the letters of the alphabefges 3 to 21 who have multiple disabilities including cerebral
two cells to type the space symbol, a cell to delete misspelt Igfalsy and traumatic brain injury. Various systems such as
ters, and two cells to activate the speech synthesizer, which th@fitch-based and EOG-based systems [13] provide these chil-
speaks the just-typed words. To activate a cell, a mouse clickjigsn computer access that is reliable but not without barriers.
required. If the Camera Mouse is used, a mouse click is simphe Camera Mouse has proven to be a useful alternative. It
lated after the pointer has occupied the cell for more than 0.5%es not require direct physical contact, allows direct selection
In our experiments, we fixed this “dwell time” for comparisoryf choices, and is easier to operate for both supervisor and user.
purposes. In general, the dwell time can be adjusted for a partigre children were able to master the Camera Mouse system
ular user. The process of clicking a regular mouse button takgghin 2 h of use. For those who have muscular control of a
0.05 s on average. The interface also contains four cells with@Jgidy feature like the head, foot, or hand, the Camera Mouse
functionality, which can be used to rest the cursor. These cellgs been very effective.
are important to avoid the “Midas touch problem” [29] that ev- There is an important story to be told about each of the dozen
erything the mouse pointer touches is selected. individuals listed in Table I1l. One user is an eight-year-old child

In the spelling-board experiment, each user was asked to igfh cerebral palsy. He had been using EagleEyes for one year
the program with the standard mouse and the Camera Mowsg has had problems with the system due to his perspiration
three times to spell out and speak “Boston College.” The dand dislike of the physical contact with the electrodes. Once
cision of which type of mouse to test first was made randomllje tried the Camera Mouse, it was immediately clear that he
Each user was able to spell the message with the Camera Mougglerstood that he was controlling the cursor. It took two hours,
which shows that it provides a viable method of controlling thepread over a week, to determine the best tracking point for this
cursor. The timing results of the experiments are summarizediser. The feature of choice for him is his foot. Using his foot,
Table Il. The regular mouse provides a faster interface with the is able to consistently “catch ten out of ten aliens” using the
spelling board than the Camera Mouse. The difference is stagigme described in Section VII. His foot can be tracked without
tically highly significant ¢ < 0.001). requiring frequent supervisor intervention.

Spelling with the regular mouse was on average more thanA three-year-old girl with cerebral palsy has used the system
twice as fast as the Camera Mouse. In particular, in the third test,home regularly. Her mother reports: “When she was 16
the factor i2.1 = 25.24 s/11.90 s. The dwell time required for months old we had the opportunity to try a computer that was
the Camera Mouse is an important element in this comparis@ecessed [using EagleEyes]. At this time we had no idea if or
When the difference in dwell time for the Camera Mouse arftbw much [she] understood. To our amazement she followed
click time for the regular mouse is accounted for by excludingvery direction that was given her. Can you just imagine the
these times from the overall lengths of the communication tesisy we had watching our daughter exploring her environment?
the regular mouse was still faster than the Camera Mouse, but. The possibilities seem endless now. Since then [she]
only by a factor of1.6 = 18.24 s/11.20 s. This is the same has become more sophisticated with this computer. . . . [The
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TABLE I
TIMING COMPARISON BETWEEN STANDARD MOUSE AND CAMERA MOUSE USAGE. SAMPLE MEAN AND STANDARD DEVIATION ¢ OF THE LENGTHS OF THREE
COMMUNICATION TESTSWITH THE SPELLING-BOARD INTERFACE PERFORMED BY 20 HEALTHY SUBJECTS

Spelling Board Experiments

Regular Mouse Camera Mouse
Mean Time Mean Time
Including | Excluding Including | Excluding
Mouse Clicks c Mouse Clicks o

Test 1 15.29 s 14.59 s 2.88 s 28.67 s 21.67 s 3.58 s
Test, 2 12.48 s 11.78 s 2.23 s 26.67 s 19.67 s 3.32¢
Test 3 11.90 s 11.20 s 1.55 s 25.24 s 18.24 s 2.70 s

TABLE Il
SUMMARY OF RESULTS FOR THEFIRST DOZEN PEOPLEWITH DISABILITIES TO TRY THE CAMERA MOUSE
Age | Gender Condition Results Continuing
to Use ?

2 M Cerebral Palsy Obtaining a system for home. Yes

3 F Cerebral Palsy First regular user with home system. Yes

6 F Cerebral Palsy Spelled name. Obtaining a home system. Yes

8 M Cerebral Palsy Spells naughty words and laughs. Yes
11 M Cerebral Palsy Obtaining a home system. Yes
14 M Cerebral Palsy Spells words. Obtaining a home system. Yes
15 M Cerebral Palsy Close, but could not control reliably. No
19 M Cerebral Palsy Does not have sufficient muscle control. No
23 M Traumatic Brain Injury | Does not have sufficient muscle control. No
31 M Traumatic Brain Injury Spelled "TAKE OFF DAD.” Yes
37 M Cerebral Palsy Spelled "MERRY CHRISTMAS.” Yes
58 M Cerebral Palsy Spells, explores internet on home system. Yes

Camera Mouse] has given her a way to communicate tsrstem in the home. The gentleman is now using the Camera
thoughts, it gives the school that she is attending a way to addMxtuse to communicate with his father and access a variety of
the curriculum so that [she] can participate in a REGULARoftware.

preschool, it puts [her] in a situation where people can see her

ABILITIES rather than her disabilities.. . When [she] uses VIIl. CONCLUSION

the Camera Mouse, she is alert, attentive and responsive. Sh‘?h . ith the C M ‘
controls the mouse with her chin and plays with educational € Experiences wi € L.amera VIouse system are very en-
software.” couraging. They show that the Camera Mouse can successfully

Since obtaining the Camera Mouse, the girl has transitiongﬁc’\’ide gomputer access fo.r peoplg with severe di;abilitie_s. Itis
from an early intervention program to a preschool regular edu user-friendly communication device that is especially suitable

tion program. Despite her inability to vocalize and her very li or children. The system tracks many body features and does

ited muscle control, she is functioning at grade level and abalg! have any use_r-borne accessories, so It IS eaS|Iy_ adf?lpf[able
in most areas of cognitive and social development. Our goal n serve the special needs of people with various disabilities.

is to help her access the regular schoolwork that is afforded Qrme(_at th_e current demand, additional Camera Mouse systems
peers. are being installed. A single-computer version of the system is

Another user is 19 years old and has a traumatic brain inju _ing developed. Future work will incorporate a detection com-

This user learned how to use the camera mouse quickly and gaent into the visual tracking algoritin.

fluid control of the cursor after ten minutes of use. He does have
less control of horizontal movements, though, due to a lack of ACKNOWLEDGMENT
complete muscular control. The authors thank P. A. DiMattia, Director of the Campus

The Camera Mouse system has also been used bysehool at Boston College, for his support.
23-year-old man with traumatic brain injury who has some
control of his thumb. By placing his hand on the white tray of REFERENCES
his wheelchair and focusing the camera on his thumb, he can i N ) )

h int ith small movements of his thumb [1] W. J. Perkins and B. F. Stenning, “Control units for operation of

move the mouse poin (.Er wi ) R computers by severely physically handicapped persahdyied. Eng.

The gentleman who is 58 with cerebral palsy spends his time  Technol, vol. 10, no. 1, pp. 21-23, 1986.
in bed at home in New Jersey. He had no expressive language
ability and no voluntary movement below the neck. We were :

hed by his 80-vear-old father who wanted his son t The Camera Mouse technology has been licensed from Boston College by

approached by nis oy _ QOcM Solutions, Inc., of Austin, TX. J. Gips serves as Chairman of the Board of
be able to communicate before he died. We set up a prototyga®isors.
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